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TODAY'S

STRUCTURE

WHAT IS LANGUAGE

MODELLING

N-Gram language models:

theory and assumptions.

CODE-WITH-ME

Let's build.

FOOD FOR

THOUGHT

What have we not

considered?



WHAT IS A LANGUAGE

MODEL?



IN THE MORNING, I

DRINK SOME

_________



FOR FUN, I ________



BUT! HOW DO WE

TRANSFER THIS INTO

SOME CONCRETE,

MATHEMATICAL

NOTION?



PROBABILITY ESTIMATION



BREAKING IT DOWN WITH

PROBABILITY THEORY



MARKOVIAN ASSUMPTIONS 

BI-GRAM MODEL

GLOBAL MODEL

FIX A HISTORY



MAXIMUM LIKELIHOOD

ESTIMATION

PADDING! [ [ [ [

[ [ [ [

? ?



WORKED EXAMPLE [1]



LET'S DO SOME

CODING!



OTHER THINGS

TO CONSIDER?

OOV WORDS?

NUMERICAL

STABILITY
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